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• Open LLM France: training of an 
open-{weight, science, data} LLM for 
generala uses, with emphasis on 
educational prospects

• Audit LLM: auditing performances, bias 
and regulatory frameworks for LLMs

• PROMPT: see following slides.

LANDSCAPE CHALLENGESPIPELINE

 A private-sector research lab for LLMs



Disinformation detection:
an overview of the european 
landscape.
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Disinformation in Europe is a widely investigating subject :

- Vera.ai
- AI4Trust
- AI4All
- GLOWIN
- European Fact-Checking Standards Network
- FANDANGO
- Hoaxbusters
- AFP Factual
- EDMO (European Digital Media Observatory)

The plan is not to do “yet another project”.



PROMPT: Predictive Research 
On Misinformation & 
Propagation Trajectories
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Premises:

- What: A tool with metrics and explanations for narrative trajectories across social 
media platforms (X, Facebook, Tiktok, Bluesky?, Wikipedia,...)

- For who: Fact-checkers and journalists
- How: Comparison with known fake news, analysis of evolutions (e.g. early 

accelerations and coordination markers), topic modeling, cross-platform analysis…
- On which subjects: War between Ukraine & Russia, LGBTQIA+ rights, EU Elections
- Specifics:  emphasis on social media (short texts with diluted context) & 6 different 

countries (France, Italy, Romania, Lithuania, Latvia, Estonia) + English / Russian
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Pipeline keypoints:

- RAG: embeddings (fine-tuned), knowledge graphs, additional metrics …
- Explanations: first and second level (influence functions, mechanistic interpretability), 

Mixture of Experts (MoE), example of “souk”.
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Semantico-axiological matrix: (in collaboration with Riga Stradiņš University) 

- Pre-existing works: DISARM, ABCDE, "Decoding Antisemitism" Lexicon…
- Go from general rhetorical devices to detailed markers of disinformation
- Discussions with journalists & political science researchers for common ground



(Subset of ) Upcoming challenges 
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Multi-lingual narratives:

- Most European-centric narratives are in 
multiple languages.

- The language used online is not the same as 
the language commonly used -> classical 
translation is not as effective.

- LLMs and embeddings become more efficient 
in this regard, but translation can sometimes 
be useful (e.g. for code-switching).

- Knowledge Graph are language-agnostic -> 
but issue of transliteration, need to remove 
the multiplicity of entities.
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Multi-modal narratives:

- Usage of social media involves more 
than just text.

- Text-image relationships: repetition, 
complementarity, illustration, 
commentary…

- Some solutions: embeddings 
(concatenation, bge-m3), llms (Mistral 
Large), knowledge graphs (Actant 
properties)...

J. Elfes, arxiv: 2409.06540 
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Cross-platform narratives

- Linked with multi-lingual narratives, platforms can have their own language.
- Temporality and diffusion into the Western sphere (e.g. “ideological visa”)
- Identifiability of communities and actors -> Identify sub-graphs in order to 

cross-reference actors?
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To go even further:
- Dynamic & longitudinal analysis of narratives: 

decomposition of narratives into “frames and 
concepts” (@Michal)

- Coordination -> So far, mostly time-based with the 
60s rule or based on membership to some lists.

- “Effort of postage” for medium-sized actors based 
on stochastic processes (e.g. influencers)?

- Fine tuning of embeddings of narratives according 
to topic and platforms.



Annexes
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Thank you for your attention!
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